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Abstract

Research on intergenerational mobility in US history has focused on father-son income correlations. We build a new linked census panel to include daughters (1850-1940). To also incorporate the role of mothers, we propose a mobility measure that considers parental human capital alongside income ($R^2$) and a semi-parametric latent variable method to estimate this measure from historical data. Our approach reveals increasing mobility, overturning conclusions based on income alone. Mothers’ human capital was more predictive than fathers’ and accounted for the increase in mobility. Aligning with their historical role in homeschooling, mothers were especially important when school access was limited.
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1. Introduction

Studies on the evolution of intergenerational mobility in US history have focused on men, studying the link between fathers’ and sons’ economic status. This male-centric focus has two main reasons: a lack of intergenerational datasets that include women and the emphasis on income as the primary measure of economic status, which fails to capture mothers’ contributions in an era of limited female labor force participation. Other literatures, in contrast, highlight mothers’ key role in child development, for example by serving as primary educators before the widespread establishment of schools.

In this paper, we study how both mothers and fathers shaped children’s life chances in the US between 1850 and 1940. We find that intergenerational mobility increased from the 19th to the early 20th century when considering a measure of parental background that incorporates human capital alongside income. This finding challenges previous evidence of declining mobility based on income alone. The rise in mobility is driven by the substantial role of mothers’ human capital in the early period, which diminished as formal schooling gradually replaced maternal home-education.

By constructing one of the first linked census panels to include women, we trace the parental backgrounds of sons and daughters. We overcome the challenge of linking women’s census records despite name changes by leveraging historical administrative data from Social Security Number applications. These applications provide both married and maiden names for applicants’ mothers and married female applicants. Using these data, we link the census records of 21 million women along with a similar number of men, resulting in a highly representative panel. We will make this dataset publicly available.

We also develop a novel methodology to account for multiple dimensions of parental background in the intergenerational analysis. To assess the joint importance of mothers and fathers, we propose measuring intergenerational mobility as the share of variation in child outcomes explained by parental background: $R^2$. Unlike traditional mobility measures, such as the parent-child coefficient, this measure accommodates multiple parental inputs. We show that the $R^2$ has many desirable properties and—in the special case of using only one parental input—has a one-to-one relationship with the rank-rank coefficient. Another advantage of $R^2$ is that it can be separated into each parent’s predictive power using a statistical decomposition method (Shapley, 1953; Owen, 1977).

Finally, we use cutting-edge statistical techniques to accurately estimate intergenerational mobility despite limitations in historical data. Specifically, we build on a recently developed semi-parametric latent variable method to study rank-rank relationships between parents and children when only binary proxies of the underlying outcomes are observed (Fan et al., 2017). In the historical data, such binary proxies are common; for
example, literacy can serve as a proxy for human capital. We extensively validate this method and discuss the assumptions it imposes on the joint distribution of parent and child outcomes.

Our first main finding is that intergenerational mobility increased from the 19th to the early 20th century, challenging previous evidence. Specifically, we find that parents’ backgrounds, incorporating human capital alongside income, became less predictive of their children’s income over time. The separate importance of parental human capital and income is a central aspect of intergenerational mobility theory (Becker et al., 2018), but prior empirical studies focus on income-to-income transmission alone.

Our second main finding is that maternal human capital is the main driver of increasing intergenerational mobility over time. The predictive power of mothers’ human capital initially exceeded fathers’, but it gradually declined to make both parents’ contributions comparable. Decomposing our $R^2$ measure, we show that mobility would have decreased had it not been for the diminishing predictive power of mothers’ human capital. This finding highlights mothers’ key role in intergenerational mobility and shows that previous evidence of declining mobility is due to a focus on paternal factors.¹

As a potential mechanism for the historically large and declining role of maternal human capital, we explore the shift from home-education to formal schooling. Until around 1900, public schooling was limited in many places and home education was common. Historians have highlighted the pivotal role of parental human capital in child development during this period (Kaestle and Vinovskis, 1978). Mothers, who primarily engaged in home production in this era, were key educators of their children (Dreilinger, 2021). “[T]he middle class mother was advised that she and she alone had the weighty mission of transforming her children into the model citizens of the day” (Margolis, 1984, p. 13). The spread of school access could therefore be a reason why parents’ human capital—especially mothers’—became less important and intergenerational mobility increased over time.

We find that, indeed, intergenerational mobility increased with school access and that maternal human capital accounted for this trend. Specifically, mothers’ (but not fathers’) human capital was more predictive for children whose school access was low due to their race, sex, or place. For example, we find that Black children who lacked equal access to schools during the Jim Crow era relied more on their mother’s human capital than white children. Similarly, we find that as school access expanded over time, mothers’ predictive power declined. These findings offer an explanation for the importance of maternal human capital in early US history: as the main educators of their time, mothers were key contributors to their children’s human capital and, as a consequence, to their broader economic status.

¹We validate our panel-based findings on human capital mobility using the cross-section of children aged 13–16 in their parents’ household, bypassing the need for record linkage.
This paper deepens our insights into how mothers shaped Americans’ life chances throughout history. Earlier studies focused either on father-child correlations (Olivetti and Paserman, 2015; Abramitzky et al., 2021a; Ward, 2023; Craig et al., 2019; Jácome et al., 2021; Buckles et al., 2023b) or the correlation between parents’ average status and child outcomes (Chetty et al., 2014b; Card et al., 2022). None of these prior studies assesses mothers’ importance in the intergenerational transmission of economic outcomes. Our paper emphasizes mothers’ separate role in shaping child outcomes, uncovering that maternal human capital is a stronger predictor than father-based proxies. Espín-Sánchez et al. (2023) develop parametric assumptions under which the role of women in intergenerational mobility can be inferred from the outcomes of male family members. Instead, our methodology overcomes critical measurement issues to estimate women’s role in intergenerational mobility directly, allowing us to highlight the mechanisms underlying their impact.

Including mothers in the study of mobility in US history is especially pressing given that evidence from other contexts suggests mothers are key determinants of child outcomes. For Norway, Black et al. (2005) find a child’s education is positively impacted by their mother’s but not their father’s education. García and Heckman (2023) show that programs to increase mothers’ parenting skills increase intergenerational mobility. Leibowitz (1974) shows that mothers’ education is a strong predictor of child human capital whereas fathers’ education is not, which they argue is a result of mothers spending more time with their children than fathers.

This paper also expands our knowledge on how women have contributed to the economy throughout US history. Goldin (1977, 1990, 2006) pioneered the effort to study women’s contributions as their labor force participation rose mid-20th century (see also Fernández et al., 2004; Olivetti, 2006; Fogli and Veldkamp, 2011; Fernández, 2013). For the era before the rise of female labor force participation, evidence on women’s contribution is largely limited to documenting their hours worked in home production (Greenwood et al., 2005; Ramey, 2009; Ngai et al., 2024). While the output of home production is typically hard to measure, we uncover the product of one key aspect: the home-education of children. We find that through their unique role in child development, women made a critical contribution to human capital accumulation in the US economy, even before the rise of female labor force participation.

Lastly, a key contribution of this paper is to construct one of the most extensive and representative panels on intergenerational mobility that includes women, building on the foundations of previous work. Craig et al. (2019) and Bailey et al. (2022) initiated the effort to link women’s records by expanding automated record linkage developed for men by Abramitzky et al. (2021b). However, the information they use to do so—historical birth, marriage, and death certificates—are available only for selected states and periods. Buckles et al. (2023b) innovatively use crowd-sourced family trees, leading to vastly
larger sample sizes. In contrast to prior work, we leverage historical administrative data, allowing for both scale and representativeness.²

2. A NEW PANEL THAT INCLUDES WOMEN (1850–1940)

A main empirical challenge in including women to study the long-run evolution of intergenerational mobility is the lack of suitable panel data. In this section, we describe how we overcome this hurdle by combining census records with historical administrative data that contain the married and maiden names of millions of women. Using these data, we link adult men and women in historical censuses (1850-1940) to their childhood census records. The resulting panel data stands out in its coverage and representativeness, particularly because it includes women.

2.1 Historical Administrative Data (Social Security Administration)

**FIGURE 1:** Social Security Application Form

<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
<th>Year of Birth</th>
<th>Place of Birth</th>
</tr>
</thead>
<tbody>
<tr>
<td>John Thomas Smith</td>
<td>4 20 1898 Houston, Texas</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: This figure sketches a filled-in Social Security application form. Besides the applicants’ name, address, employer, year and state of birth, and race, the application includes the father’s name and the mother’s maiden name. We access a digitized version of these data.

The historical administrative data comprise 41 million Social Security Number (SSN) applications, covering the near-universe of applicants. For data privacy reasons, only applicants who died before 2008 are included. The data contain each applicant’s name, age, race, place of birth, and the maiden names of their parents (see Figure 1). Based on these data, we can derive the married and maiden names of millions of women including all applicants’ mothers and a smaller group of female applicants who were married at the time of application. We sourced a digitized version of these data from the National Archives and Records Administration (NARA).

²Espín-Sánchez et al. (2023) employ a small subset of the same administrative data.
Representativeness. Initially, SSN applicants were not representative of the US population, as the SSN system was launched in 1935 to register employed individuals, excluding self-employed and certain other occupations (Puckett, 2009). However, its scope rapidly expanded; for example, Executive Order 9397 in 1943 and the IRS’s adoption of SSNs for tax reporting in 1962 increased its coverage to almost 100 percent. Throughout, the share of female applicants has been close to 50 percent (see Appendix Figure D.1). The representativeness of our sample is further improved by parents who enter our sample irrespective of whether they applied for an SSN.

Coverage. The data has extensive coverage of men and women born in the 1880s or after. The majority of Americans born in or after 1915 were assigned an SSN and therefore enter our data as applicants—a fact we establish by comparing each cohort’s number of births and SSNs (CDC, 2023; SSA, 2023). The share of Americans with an SSN rises from 64 percent for those born in 1915 to 80 percent for those born in 1920, 90 percent for 1935, and close to 100 percent starting with those born in 1950. The inclusion of parents in the SSN application files extend this coverage further back.

2.2 Census Data

We use the full-count census data for all available decades between 1850 and 1940 (Ruggles et al., 2020). These data include each person’s full name, state and year of birth, sex, race, marital status, and other information. The data also identify family interrelationships for individuals in the same household. For those who live with their parents or spouses, we therefore also observe parental or spousal information.

2.3 Linking Method

We use a multi-stage linking process to maximize the utility of SSN application data, building on existing methods of automated record linkage (Abramitzky et al., 2021b). This procedure consists of three stages: linking SSN applicants to census records, linking applicants’ parents to census records, and tracking census records over time. Appendix D.1 describes our linking procedure in greater detail.

First stage: Applicant SSN ↔ census. We start by linking each SSN applicant to their corresponding census record, using a rich set of criteria such as full names of the applicants and their parents, year and state of birth, race, and sex. The criteria are then progressively relaxed to the literature standard, which involves only first and last name with spelling variations allowed, state of birth, and year of birth within a 5-year band. A link is established if a unique match is found; if dual matches occur, we discard the observation. For married female applicants, we conduct searches under both maiden and married names; however, if links to a census can be established with both names, we
establish no link due to the non-uniqueness of the matches.

Leveraging the combination of both applicants’ and their parents’ names helps us establish unique matches for SSN applicants recorded in the same census household as their parents. Historically, this approach is not only effective for children but also adults in the many existing multi-generational households. During our sample period, 80 to 90 percent of Americans lived in multi-generational households. By the end of our sample period in 1940, 60 percent of 21-year-olds and 20 percent of 30-year-olds lived with at least one parent. Note that while using parental names increases the uniqueness of potential matches of those residing with their parents, we also link adults not observed with their parents.

Second stage: Parent SSN ↔ census. After linking SSN applicants to their census records, we focus on linking their parents to the census. Since specific birth details for applicants’ parents are not available in the SSN applications, we cannot directly link them as we do for applicants. However, if a child’s SSN application is successfully matched to a census record, and that census record shows the child residing with their parents, we can link the parents from an SSN application to that specific census household. For parents who are not SSN applicants themselves, we create a synthetic identifier similar to an SSN.

Third stage: Census ↔ census. Having assigned unique identifiers to millions of individuals in the census records, we can link these records over time irrespective of name changes. We cover all possible pairs of census decades from 1850 to 1940. A person only enters the linked census panel if their SSN application record is linked to at least two different census decades.

In principle, it would be possible to establish additional links across census records by using standard or machine learning methods. These methods would be particularly useful for men and never-married women, where the issue of name changes does not apply. However, we choose not to use these methods for two reasons. First, our dataset’s unique value lies in its ability to trace women from childhood to adulthood despite name changes—a feature not replicable by standard linking or machine learning methods. Second, using different methods for different subgroups would compromise the representativeness of our sample, as married women would be linked based on a different set of criteria than other groups.

2.4 Our New Panel

In the first two stages, our process assigns SSNs to 36 million census records—16 million applicants and 20 million parents. Our linking rate is 40 percent for applicants, surpassing the more typical 25 percent of prior studies thanks to our use of more detailed information, notably parent names. In the third stage, we link 112 million census records
over time, tracking each of the 36 million individuals through more than three census
decade pairs on average.

**Figure 2: Sample Balance Prior to Weighting (1940)**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td>Black</td>
<td>0.08</td>
<td>0.10</td>
</tr>
<tr>
<td>Female</td>
<td>0.46</td>
<td>0.50</td>
</tr>
<tr>
<td>US born</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>Married</td>
<td>0.54</td>
<td>0.46</td>
</tr>
<tr>
<td>Age</td>
<td>32.91</td>
<td>31.04</td>
</tr>
<tr>
<td>Years of educ.</td>
<td>7.62</td>
<td>7.25</td>
</tr>
<tr>
<td>Literacy</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>Wage income</td>
<td>441.60</td>
<td>442.12</td>
</tr>
<tr>
<td>Occupation score</td>
<td>23.15</td>
<td>22.69</td>
</tr>
<tr>
<td>House value</td>
<td>3191.16</td>
<td>3216.07</td>
</tr>
<tr>
<td>Home ownership</td>
<td>0.54</td>
<td>0.56</td>
</tr>
<tr>
<td>Farm</td>
<td>0.23</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**Notes:** This figure shows the representativeness of characteristics among individuals in the 1940 census who we successfully assign an SSN compared to the full population in the 1940 census. The sample is exceptionally representative compared to existing panels, most notably with respect to sex and race. Because of the large sample sizes, even economically small differences are statistically significant. In the 1940 census, instead of literacy, we observe the highest year of school or degree completed. We classify individuals who have completed at least two grades of school as literate; others we classify as illiterate.

A standout feature of the panel is the inclusion of 12 million women for whom we observe pre- and post-marriage data. The sample sizes are largest for people born between the 1890s and the 1920s, with each birth decade containing 1.5 to 3 million women. These data allows us to overcome critical data limitations to study the role of women in intergenerational mobility throughout US history.

Our panel is highly representative of the overall US population across several metrics, including gender and race (see Figure 2). Women comprise 46 percent of our linked sample in 1940. The sample mirrors the US-born and foreign-born shares of the population. While Black Americans are slightly underrepresented, our panel exceeds the representativeness of other samples in this dimension as well. Socioeconomic factors like income, home ownership, years of education, and literacy also align well with the broader population. Our sample over-represents married individuals, possibly because we use the names of a person’s children or spouse in the linking procedure if they are known to us, improving linking rates for those who have children, a spouse, or both.

We reweight our sample to more closely resemble the US population’s characteristics in our empirical analysis.\(^3\) Our reweighted sample is close to perfectly representa-

\(^3\)We use a flexible non-parametric method to construct inverse propensity weights (see Appendix D.2).
FIGURE 3: Fraction of US Population Linked in Our New Panel

![Bar chart showing the fraction of the US population linked in each census decade from 1850 to 1940.]

Notes: This figure shows the fraction of the full population of men and women that we successfully assign a Social Security Number (SSN). This includes parents of SSN applicants who did not apply for an SSN themselves and who we assign synthetic identifiers.

tive of the full population, even in characteristics not directly targeted by the reweighting method. The panel maintains its representative quality even in the earliest census decades (see Appendix Figure D.2).

Moreover, our panel offers broad coverage. It captures 7–20 percent of the US population from 1910–1940 and 1–5 percent from 1850–1900 (see Figure 3). This extensive reach makes our sample highly valuable for longitudinal studies.

Compared to existing linked census data, our new panel covers a substantial number of individuals whose records have not previously been linked, while maintaining high agreement rates with existing data for overlapping individuals (see Appendix Figure D.3). Our panel shares the most data with the novel Census Tree—an innovative, extensive panel that includes women through genealogical data (Buckles et al., 2023a). Agreement rates vary from 80 to nearly 100 percent and are highest with LIFE-M—a panel that leverages vital records in the linking process (Bailey et al., 2022).

2.5 Economic Outcomes

To understand the role of mothers and fathers in shaping child outcomes, we require separate measures of each parent’s outcomes. We therefore focus on human capital measures, such as literacy or years of education, reflecting the status of both men and women.

To measure parental background, we additionally consider household-level measures such as income. We incorporate household-level alongside individual-level information only when considering the overall importance of parental background, not when we aim
to distinguish mothers’ and fathers’ separate contributions.

For children, we consider outcomes during both child- and adulthood. During childhood (ages 13–16), we measure literacy (as a proxy for human capital), school attendance, and total years of schooling completed. During adulthood (ages 20–54), we measure literacy, years of education, and occupational income scores.

3. MEASURING INTERGENERATIONAL MOBILITY WITH MULTIPLE INPUTS

In this section, we propose a statistical model of intergenerational mobility that accounts for the contributions of both fathers’ and mothers’ human capital to their children’s economic outcomes. First, we propose using the $R^2$ of a regression of child outcomes on multiple parental inputs as a mobility measure that integrates the roles of both parents. Second, we use a simple decomposition method that allows to separate the contributions of mothers and fathers to the overall $R^2$. Third, we build on a state-of-the-art semi-parametric latent variable method to estimate the $R^2$ from a rank-rank regression when only binary proxies of underlying outcomes are observed (e.g., literacy as a proxy for human capital).

3.1 A Simple Model of Intergenerational Mobility

We build on standard statistical models of intergenerational mobility where a child’s economic outcome is a linear function of parental inputs:

$$\text{rank} \left( y_i \right) = \alpha + \beta \text{rank} \left( y_i^{\text{parental}} \right) + \varepsilon_i, \quad (1)$$

where $\text{rank} \left( y_i \right)$ is the percentile rank of outcome of $i$ and $\text{rank} \left( y_i^{\text{parental}} \right)$ is a $k \times 1$ vector of $i$’s ranked parental outcomes. Parental outcomes can include information on mothers, fathers, or both parents.

There are several advantages to the rank-rank approach, which considers mobility in relative positions in the distribution (Chetty et al., 2014a). First, correlations in ranks are not affected by changes in the marginal distribution of outcomes which, given the long time horizon of our study, enhances the interpretability of the coefficients. Second, using ranked outcomes ensures that the marginal distributions of mother’s and father’s outcomes are identical, so that their relative contributions can be effectively compared.

This statistical model differs from most previous research by allowing for multiple parental inputs—most importantly to explicitly incorporate mothers alongside fathers as contributors to a child’s outcomes. While in this paper we focus on human capital and
income, the model can be extended to accommodate many different inputs including parents’ wealth, grandparents’ or other relatives’ backgrounds, or neighborhood characteristics.

3.2 $R^2$ as a Measure of Mobility with Multiple Inputs

We propose using the $R^2$ of equation (1) as an intuitive mobility measure that can account for multiple inputs. It summarizes the joint importance of mothers and fathers:

$$R^2 = \frac{\sum_{i=1}^{N} [\hat{\text{rank}}(y_i) - 50]^2}{\sum_{i=1}^{N} [\text{rank}(y_i) - 50]^2} = \frac{\text{Variance in child outcomes explained by parents}}{\text{Variance in child outcomes}},$$

where $\hat{\text{rank}}(y_i)$ is the predicted rank of $i$ from equation (1) and 50 is the average rank by construction.

We argue that predictability as captured by the $R^2$ is an intuitive measure of intergenerational mobility. In a perfectly mobile society, child outcomes cannot be predicted by parental background ($R^2 = 0$). In contrast, if child outcomes can be perfectly predicted by parental background ($R^2 = 1$), society is perfect immobile.

The $R^2$ has a direct relationship with traditional mobility measures—parent-child coefficients or, most commonly, father-son coefficients ($\hat{\beta}$).\textsuperscript{4} In Appendix C.1, we show that in such univariate rank-rank regressions, there is a one-to-one mapping between the parent-child coefficient and our mobility measure: $R^2 = \hat{\beta}^2$.

The advantage of $R^2$ is that it can provide an intuitive and easily interpretable measure of mobility even when considering multiple parental inputs. We use this advantage to include both mothers’ and fathers’ outcomes, and to include multiple dimensions of parental background. Another advantage is that the $R^2$ can be decomposed into the contributions of individual inputs, as described in the next section.

3.3 Measuring Individual Inputs’ Contribution to $R^2$

To assess the contribution of individual parent inputs in shaping child outcomes, we decompose the overall $R^2$ using a statistical method based on Shapley (1953); Owen (1977).

This decomposition method defines the contribution $\phi_j$ of each set of inputs $x_j \subseteq V$ to the overall $R^2$:

$$\phi_j = \sum_{T \subseteq V \setminus \{x_j\}} \frac{1}{k!} \left[ R^2(T \cup \{x_j\}) - R^2(T) \right],$$

where $R^2(T)$ represents the $R^2$ of regressing the dependent variable (e.g., rank $(y_i)$) on a

\textsuperscript{4}The parent-child coefficient $\hat{\beta}$ is the OLS estimate of $\beta$: rank $(y_i) = \alpha + \beta \cdot \text{rank}(y_i^{\text{parental}}) + \epsilon_i$.\textsuperscript{10}
set of variables \( T \subseteq V \) (e.g., \( V = \{ \text{rank} (y^\text{mother}_i), \text{rank} (y^\text{father}_i) \} \)), and \( k \) is the number of variables in \( V \) (i.e., \( k = |V| \)). Intuitively, \( \phi_j \) represents the weighted sum of marginal contributions that a parent makes to the variation in child outcomes explained by different combinations of parental inputs. In Appendix C.2, we describe the decomposition method in more detail and, for the special case of two parental inputs, provide a closed-form expression for \( \phi_j \) in (1) in terms of the estimated coefficients and the correlation between the inputs.

The Shapley-Owen decomposition offers several unique advantages, being the only one that satisfies three formal conditions defined by Young (1985) and Huettner and Sunder (2011) that can be summarized as follows:

1. **Additivity.** Individual contributions to the \( R^2 \) add up to the total \( R^2 \).
2. **Equal treatment.** Regressors that are equally predictive receive equal values.
3. **Monotonicity.** More predictive regressors receive larger values.

While the Shapley-Owen decomposition method is popular in the machine learning literature (Lundberg and Lee, 2017; Redell, 2019), it has not been widely used in economics (recent exceptions are Biasi and Ma, 2023; Fourrey, 2023; Redding and Weinstein, 2023).

### 3.4 Measuring Mobility with Latent Inputs

To estimate rank-rank mobility \( (R^2) \) when we only observe binary proxies of the rank variables in equation (1), we propose a method based on Fan et al. (2017). Appendix C.3 discusses the method in detail.

Many binary variables can be interpreted as a function of a continuous underlying latent variable that is equal to one if that variable exceeds an unknown threshold and zero otherwise. In our application, we interpret literacy—the only information on human capital in pre-1940 censuses—as such a proxy for human capital.

Under distributional assumptions, we can use the observed binary proxies to identify the parameters and \( R^2 \) in equation (1). Specifically, we assume that parental and child outcomes in equation (1) are drawn from a joint Gaussian copula distribution. That is, we assume that there exists a set of unknown monotonic transformations \( f_c, f_{p_1}, \ldots, f_{p_k} \) such that \((f_c(y_i), f_{p_1}(y^\text{parental}_i), \ldots, f_{p_k}(y^\text{parental}_{i,k}))' \sim \mathcal{N}(0, \Sigma)\) with \( \text{diag}(\Sigma) = 1 \).\(^5\) We do not require information on the monotonic transformation themselves. Note that because ranks are themselves monotonic transformations, this assumption implies that not only the outcomes but also their ranks follow the Gaussian copula distribution.

\(^5\)Because we allow for any monotonic transformation of the underlying variable, the assumption that the marginal distributions have zero mean and variance equal to 1 is without loss of generality.
The Gaussian copula distribution is commonly used in the statistics literature due to its flexibility and good performance in practice (e.g. Liu et al., 2009, 2012; Zue and Zou, 2012). It is a family of probability distributions that includes but is not limited to the normal distribution. For instance, since it includes any monotonic transformation of normally distributed random variables, it allows for skewed and multi-modal distributions. Importantly, the Gaussian copula assumption does not impose that the latent variables of interest (e.g., human capital) are themselves normally distributed.

We show that this semi-parametric latent variable method allows us to estimate the rank-rank regression in equation (1) even if only binary proxies of the rank variables are observed. Specifically, Fan et al. (2017) show how to estimate \( \Sigma \)—the correlations between each underlying variable—under such data limitations. \( \Sigma \) in turn identifies the pairwise correlations between the ranked variables. We show that any rank-rank regression is identified by the pairwise correlations, and that therefore \( \Sigma \) is sufficient to identify equation (1) including its \( R^2 \). In Appendix C.3, we present an explicit formula for \( \hat{\beta} \) and \( R^2 \) as a function of \( \hat{\Sigma} \).

We extensively validate this method and show that it correctly recovers rank-rank mobility by simulation.

First, when observing rank variables to estimate rank-rank mobility directly, we show that our method correctly identifies mobility even after the rank variables are dichotomized arbitrarily. Specifically, we use ranks in educational attainment from the 1940 census and dichotomize this data. We use different cutoffs for children, mothers, and fathers (e.g., 11 years for children, 9 for mothers, 7 for fathers). Our method’s mobility estimates by state align well with those derived from the original, undichotomized data (see Panel A, Appendix Figure A.1). This shows the method’s performance in relevant historical data.

Second, we show that the method is robust to cut-offs changing over time, even shifting towards tail ends of the distribution. In our context, an important concern stems from literacy increasing to close to 100 percent over time, changing the information that it contains about a person’s human capital rank. To address this concern, we simulate jointly normally distributed data, transform them in ranks, and dichotomize these ranks according to historical literacy rates for each decade from 1870 to 1940. We show that, in contrast to Ordinary Least Squares, our semi-parametric latent variable method yields correct estimates of mobility (\( R^2 \)) over time, despite changing cut-offs (see Panel B, Appendix Figure A.1).

We apply the semi-parametric latent variable method not only to measuring rank-rank mobility in human capital (through literacy), but also to measuring educational rank-rank mobility (through school attendance at a given age). Because we anticipate

---

6The method in Fan et al. (2017) allows for a combination of binary and continuous variables. It can be extended to non-binary ordinal and truncated variables (Dey and Zipunnikov, 2022). Furthermore, they derive statistical properties of the estimator of \( \Sigma \), notably \( \sqrt{n} \)-consistency.
this method to be useful for future research facing similar data limitations, we developed a Stata command for easy implementation by others.

4. Income Mobility & Parental Human Capital

We measure intergenerational mobility as the share of variation in child outcomes that is attributable to parental background. We leverage our new panel that allows us to relate both men’s and women’s outcomes in adulthood with their parental background measured during childhood. We find that accounting for parental human capital alongside income reveals a trend of rising intergenerational mobility across US history, challenging earlier findings that considered only income. This shift is largely accounted for by the evolving role of maternal human capital—a finding corroborated by historical literature.

4.1 Income Mobility Accounting for Parental Human Capital

Theories of intergenerational mobility indicate that parental human capital, in addition to income, is a critical determinant of children’s incomes (Becker et al., 2018). Human capital may not only increase parents’ capacity for monetary investments in their children but may also shape their children’s human capital directly. However, existing empirical studies focus on parental income and do not take human capital into account.

In addition to the theoretical rationale for including parental human capital, there are significant empirical reasons. The lack of detailed data on economic outcomes in historical US data has forced researchers to rely on occupational income proxies. Factoring in human capital can therefore substantially enhance the measurement of parental background in historical data.

We account for both parental income and human capital by measuring intergenerational mobility as the $R^2$ in the following version of equation (1):

$$\text{rank} (inc_i) = \alpha + \beta_p \text{rank} (inc^{\text{parents}}_i) + \beta_m \text{rank} (h^\text{mother}_i) + \beta_f \text{rank} (h^\text{father}_i) + \epsilon_i, \quad (2)$$

where $inc$ is household income and $h$ is (latent) human capital. We measure household income as the household head’s LIDO occupational income score. Literacy serves as a binary proxy for latent human capital ranks. We estimate this model using the semi-parametric latent variable method described in section 3.4 and our new representative panel dataset described in section 2.4.

We find that parental human capital accounts for a large share of variation in children’s incomes, even conditional on parents’ incomes (see Figure 4). In some periods, the predictive power of parental background doubles after incorporating human capital. Most importantly, the broader measure of parental background that includes both
**Figure 4: Share of Variation in Income Explained by Parental Background**

![Graph showing the share of variation in income explained by parental background over different cohorts.]

**Notes:** This figure shows the share of the variance in a child’s household income rank explained by (1) parents’ household income ranks and their (latent) human capital ranks ($R^2$) and (2) parents’ household income ranks alone. For parental human capital ranks, we use information on parental literacy and the latent variable method introduced in section 3.4. We use the household head’s LIDO occupational income score (Saavedra and Twinam, 2020). Results are based on our new panel and sample weights are applied.

Income and human capital suggests that intergenerational mobility in the United States increased over time—challenging the conclusion of declining mobility derived from measures based on income alone (Ferrie, 2005; Long and Ferrie, 2013; Feigenbaum, 2018; Song et al., 2020). We document a similar pattern when using more occupational income scores that are not specific to sex, race, age, or region (“occscore”; see Appendix Figure A.2).

To understand the reason behind the reversal of the trend in intergenerational mobility, we decompose our mobility measure into multiple components and analyze their individual contributions. Specifically, we decompose $R^2$ in equation (2) into

$$R^2 = \hat{\beta}_p^2 + \hat{\beta}_m^2 + \hat{\beta}_f^2 + 2\left(\hat{\beta}_p\hat{\beta}_m\hat{\rho}_{pm} + \hat{\beta}_p\hat{\beta}_f\hat{\rho}_{pf} + \hat{\beta}_m\hat{\beta}_f\hat{\rho}_{mf}\right)$$  (3)

where $\hat{\rho}_{pm}$, $\hat{\rho}_{pf}$, and $\hat{\rho}_{mf}$ are the correlations between parental income and mother’s human capital, between parental income and father’s human capital, and between mother’s and father’s human capital. The latter correlation, $\hat{\rho}_{mf}$, is a measure of assortative mating based on human capital. Using this decomposition, we compute the counterfactual $R^2$ holding a given parameter constant over time.

Our decomposition shows that the evolving role of maternal human capital ($\hat{\beta}_m$) is the main reason why intergenerational mobility increased over time (see Figure 5). Specifically, $R^2$ would have increased without the changing coefficient of maternal human capital. The importance of father’s human capital ($\hat{\beta}_f$) did not affect mobility significantly. Without changes in the importance of parental income ($\hat{\beta}_p$) mobility would have increased over time—challenging the conclusion of declining mobility derived from measures based on income alone (Ferrie, 2005; Long and Ferrie, 2013; Feigenbaum, 2018; Song et al., 2020). We document a similar pattern when using more occupational income scores that are not specific to sex, race, age, or region (“occscore”; see Appendix Figure A.2).

For a similar decomposition of $R^2$ in a rank-rank regression with an arbitrary number of independent variables, see equation (8) in Appendix C.1.2.
increased even further. The rise in $\hat{\beta}_p$ aligns with decreasing income mobility in previous research. However, we find that the focus of that research on income alone masked important changes in the role of parental background in shaping the outcomes of children (see also Ward, 2023, who documents that accounting for measurement error also reverses the trend).

In contrast to the slope coefficients ($\hat{\beta}$), none of the correlations between parental inputs ($\hat{\rho}$)—including assortative mating—had a significant impact on $R^2$ (see Appendix Figure A.3). For instance, while patterns in assortative mating decreased before 1880 and remained constant after (see Appendix Figure A.4), these changes played a negligible role for intergenerational mobility.

**Mobility by group.** We show that the predictive power of parental background varies considerably across children of different sex and race (see Appendix Figure A.5). Sons generally exhibit lower intergenerational mobility compared to daughters, with $R^2$ around twice as high for sons as for daughters (around 0.3 versus 0.15). White sons are least mobile, with 13 to 19 percent of variation in household incomes linked to parental background. Black sons are more mobile than white sons, followed by White daughters and Black daughters. Black daughters are not only the most mobile group, they are also the only group whose mobility increased over time. It is important to recognize that (1) high within-group mobility does not imply high mobility within the general population and that (2) high mobility does not necessarily equate to high upward mobility.
4.2 The Historical Role of Parental Human Capital

Our finding that parental human capital was important—and especially so in the late 19th century—is consistent with the historical role of parents. Prior to public school access becoming universal in the late 19th and early 20th centuries, parental home education was central for children’s human capital development. Even children who were enrolled in school in the late 19th century attended school less than four months a year on average (Dreilinger, 2021).

The specific importance of the mothers’ human capital to her children’s outcomes also aligns with historical evidence. Women bore most of the responsibility to educate children in the home during the 19th century—a time marked by women’s specialization in home production and a scarcity of public schools. Initially, in the early agrarian phase of US history, both men and women engaged in home-based industries. However, the first industrial revolution (around 1790–1830) ushered in factory work, especially among men, leading home production to be increasingly done by women. Consequently, women became the primary educators of children (Kaestle and Vinovskis, 1978; Margolis, 1984).

Mothers’ pivotal role gained recognition from contemporary intellectuals, who advocated for the professionalization of women’s role as home-educators. “The mother forms the character of the future man,” Catharine Beecher, a famous American educator, wrote (Beecher, 1842). “The mother may, in the unconscious child before her, behold some future Washington or Franklin, and the lessons of knowledge and virtue, with which she is enlightening the infant mind, may gladden and bless many hearts,” the Ladies’ Magazine wrote (cited in Kuhn, 1947).

During this period, a substantial body of guidance was developed to equip women for this crucial responsibility. Beecher wrote: “Educate a woman, and the interests of a whole family are secured.” Some even viewed home education as superior to formal school education. One hour in the “family school” may “do more towards teaching the young what they ought to know, than is now done by our whole array of processes and instruments of instruction” within schools and colleges, William Alcott, another American educator, wrote (cited in Kuhn, 1947).

Motivated by our finding of the importance of maternal human capital for intergenerational mobility and the historical literature, the subsequent analysis studies the specific role of mothers’ human capital in shaping their children’s outcomes.

5. Mothers & Human Capital Transmission

Motivated by our results in the previous section, we now zero in on the intergenerational transmission of human capital. We find that, mirroring our results on income mobility,
human capital mobility increased significantly from the 1850s to 1910s birth cohorts. We
decompose the overall predictive power of paternal human capital into the contributions
of mothers and fathers. Our findings show that mothers’ human capital more strongly
predicts child human capital than fathers’. This difference is particularly pronounced for
female and Black children.

5.1 Parental Human Capital and Child Outcomes

We estimate human capital mobility \( R^2 \) in the following version of equation (1):

\[
\text{rank} \left( h_i \right) = \delta + \gamma_m \text{rank} \left( h_{i, \text{mother}} \right) + \gamma_f \text{rank} \left( h_{i, \text{father}} \right) + \eta_i, \tag{4}
\]

where \( h \) is (latent) human capital. We estimate this model using the semi-parametric
latent variable method described in section 3.4 and use the census cross-section of children
in their parents’ households. We then use the Shapley-Owen decomposition described in
section 3.3 to separate mothers’ and fathers’ contributions to predicting children’s human
capital (see Appendix Figure A.6 for an illustration of the method).

Census cross-sections of children who reside with their parents allow us to study in-
tergenerational mobility in certain outcomes without census linking. Specifically, we use
such cross-sections to relate parental background to their children’s early life outcomes
of literacy and school attendance at ages 13–16. Within this age range, the likelihood of a
child living apart from their parents is small, minimizing selection into the sample. Our
results based on such census cross-sections provide a valuable benchmark for results de-
rived from our new linked census panel. We also replicate those child-based results for
adults using our new panel dataset described in section 2.4.

First, our estimates reveal increasing human capital mobility for American children
born from the 1850s to the 1910s (see Panel A of Figure 6). While parental background
accounted for 70 percent of variation in human capital in the earliest cohort, this figure
halved to 35 percent for those born in the latest cohort. The largest increases in human
capital mobility took place around the end of slavery (1850–1880) and in the era of rapidly
rising school attendance (around 1900).

Second, mothers’ human capital was more predictive of child human capital than the
fathers’ (see Panel B of Figure 6). For cohorts born before 1910, mothers’ human capital
contributed the majority of the predictive power of child outcomes. Over time, mothers’
relative influence on children has diminished and fell below 50 percent for the first time
among children born in the 1910s.

Our findings highlight the role of human capital transmission, especially from moth-
ers, in enhancing income mobility over time. Our analysis in section 4 revealed that
the declining predictive power of maternal human capital for their child’s income led
FIGURE 6: Transmission of (Latent) Human Capital Ranks Across Cohorts

(A) Human Capital Transmission

(B) Mothers’ Relative Contribution

Notes: Panel A shows the share of the variance in a child’s (latent) human capital rank explained by parents’ (latent) human capital ranks ($R^2$) across cohorts. We recover human capital rank-rank transmission using information on literacy and the latent variable method introduced in section 3.4. Panel B shows mothers’ relative contribution to the overall $R^2$ using the Shapley-Owen method. Results are based on the census cross-section of children ages 13–16 in their parents’ household.

to increased mobility. We show in this section that the diminished predictive power of maternal human capital for income is accounted for by its reduced predictive power for the child’s human capital.

We successfully replicate the cross-sectional patterns of human capital mobility using our new panel (see Appendix Figure A.7). We find that the relative changes in human capital mobility ($R^2$) match perfectly across both datasets. Similarly, the proportion of human capital transmission attributed to mothers decreases by a similar amount in both datasets. Our panel, while confirming the patterns of relative changes over time observed in the cross-section, interestingly shows higher levels of human capital mobility. This difference can be explained by two main factors. First, the similarity between parental and child human capital is likely more pronounced in childhood than in adulthood, due to human capital accumulation or depreciation in adult life (intra-generational mobility). Unlike the cross-sectional analysis, our panel includes adult children and accounts for such intra-generational shifts, potentially leading to lower estimates of intergenerational mobility. Second, inaccuracies in automated record linkage might understate the degree of intergenerational persistence through measurement error in parental background.

5.2 Human Capital Mobility by Group

We estimate equation (4) separately by race and sex and find that human capital mobility varied significantly for Black and white Americans. The human capital rank of Black
children born in the earliest cohort (1850s) was highly predictable by their parents’ \( (R^2 = 0.7) \). However, Black children saw a rapid increase in mobility after slavery ended in 1865 \( (R^2 = 0.2 \text{ by } 1880) \). After 1880, Black human capital mobility began to decline again. In contrast, white children’s human capital mobility remained low and stable until around 1890 \( (R^2 = 0.55) \) before it sharply increased around 1900—four decades after the increase in Black mobility had started. The 1910s cohort marked the first time since the Civil War that white children’s human capital mobility surpassed Black children’s \( (R^2 = 0.3) \).

In line with this finding, school access among white children became almost universal in the early 1900s (see Appendix Figure A.8). In contrast, most Black children—especially those whose ancestors were enslaved and largely denied literacy until 1865—lived in the Jim Crow South with restricted school access, shorter school years, and poor school quality (Card and Krueger, 1992; Althoff and Reichardt, 2023). The denial of equal access to high-quality schooling under Jim Crow may explain why human capital mobility among Black Americans decreased starting around 1880.

**FIGURE 7:** Transmission of (Latent) Human Capital Ranks By Group

(A) Transmission by Group

(B) Mothers’ Relative Contribution

Notes: Panel A shows the share of the variance in a child’s (latent) human capital rank explained by parents’ (latent) human capital ranks \( (R^2) \) across cohorts and groups. We recover human capital rank-rank transmission using information on literacy and the latent variable method introduced in section 3.4. Panel B shows mothers’ relative contribution to the overall \( R^2 \) using the Shapley-Owen method. Results are based on the census cross-section of children ages 13–16 in their parents’ household.

The finding that mothers’ contributions to their children’s human capital are generally larger than fathers’ is particularly pronounced among female and Black children (see Panel B of Figure 7).\(^8\) Mother’s large influence on daughters and Black children aligns with the historical lack of access to educational resources for these groups (Kober and Rentner, 2020). For daughters, it could also suggest the presence of gender-specific role model effects (e.g., Bettinger and Long, 2005; Olivetti et al., 2020).

\(^8\)Olivetti et al. (2018) find similar gender-specific transmission from paternal and maternal grandparents to their grandsons and granddaughters.
We also estimate a version of equation (4) where (latent) human capital ranks are replaced with ranks in formal school attendance completed from the 1940 census. We find that racial differences in educational mobility are larger than those in human capital mobility (see Appendix Figure A.9). This result underscores the fact that the lack of access to formal schooling was even more persistent across generations among Black families than the racial differences in human capital. In contrast, white Americans, who had nearly universal access to schools, were able to substitute parental homeschooling with formal schooling, thereby generating even higher mobility than that observed in human capital.

6. The Role of Mothers as Educators

The previous section showed that mothers’ human capital is more predictive of their child’s human capital than fathers’. This section examines whether mothers’ disproportionate importance can be explained by their historical role in home education. We correlate the predictive power of mother’s human capital with local school access. Consistent with the role of mothers as home educators, we find that the predictive power of maternal (but not paternal) human capital was substantially greater for groups with limited access to schools.

6.1 Schools and the Rise of Human Capital Mobility

Historians have highlighted mothers’ important role in educating their children in the 19th century (Kaestle and Vinovskis, 1978; Margolis, 1984; Dreilinger, 2021). While the spread of school access around 1900 was rapid, it was highly unequal. Specifically, Black children and girls were slower to gain access than white boys. “When public schools did open up to girls, they were sometimes taught a different curriculum from boys and had fewer opportunities for secondary or higher education” (Kober and Rentner, 2020). Similarly, schools for Black children had drastically lower quality than schools for white children (Card and Krueger, 1992; Althoff and Reichardt, 2023).

Consistent with mothers’ importance in home schooling, mothers are more predictive of child outcomes in areas with limited school access (see Figure 8). Maternal human capital explains almost 40 percent of variation in child human capital when school access is minimal, and around 20 percent when school access is universal. Conversely, fathers’ contribution was lower and showed no correlation with school access. In fact, the contributions of mothers and fathers were comparable only when school access was universal.

As school access expanded, it diminished the disparities in human capital mobility previously observed among groups with varying levels of school access (see Panel B of Figure A.10). The reduced influence of parental human capital with improved public
Figure 8: Mothers’ Human Capital as Substitute for Local Schools

(A) Mothers (1880s Cohort)

(B) Fathers (1880s Cohort)

Notes: This figure shows the relationship between local school access and parental contributions to child human capital. We compute the share of the variance in a child’s (latent) human capital rank explained by parents’ (latent) human capital ranks ($R^2$) across cohorts and groups. We recover human capital rank-rank transmission using information on literacy and the latent variable method introduced in section 3.4. Panels A and B respectively show mothers’ and fathers’ contributions to the overall $R^2$ using the Shapley-Owen method. Each dot represents a group of children born in the 1880s, categorized by race, sex, and state. Sample size weights are applied. School access is determined by the race- and sex-specific share of children aged 6–13 in school.

School access aligns with Biasi (2023), who shows that equalizing school resources can reduce disparities in intergenerational mobility.

Our analysis reveals a stronger correlation between school access and human capital mobility when refining our measure of school access to reflect children’s daily attendance rate. By digitizing data on state-specific school ages, enrollment, attendance, and term lengths from the 1880s Census Statistical Abstracts, we calculate the percentage of children aged 6 to 16 attending school on any given day within each state. This refined measure shows that disparities in school access explain nearly 60 percent of the variation in mothers’ contributions to human capital transmission (see Appendix Table B.1). Conversely, we observe no correlation between fathers’ contributions and school access.

In sum, our results suggest that broadening school access in the late 19th and early 20th century contributed to increasing intergenerational mobility. The increase in mobility was driven by a declining role of maternal human capital as schools substituted for home-education. The critical role of schools in increasing intergenerational mobility is consistent with Card et al. (2022) who show that state-level school quality are correlated with higher educational upward mobility in the 1940 census, and with more modern work on the role of education in intergenerational mobility (Chetty et al., 2020; Barrios Fernández et al., 2021; Zheng and Graham, 2022; Black et al., 2023).
7. Conclusion

This paper studies the influence of maternal and paternal background on child outcomes in the US from 1850 to 1940, emphasizing the role of maternal human capital. We construct a representative panel that includes women in early US history, introduce the $R^2$ mobility measure to accommodate multiple parental inputs, leverage advanced statistical techniques to analyze intergenerational transmission under data constraints, and separate the impact of maternal and paternal inputs. Our findings highlight the significant influence of maternal human capital on children’s outcomes, particularly for daughters and Black children. We propose that gaps in school access can explain why the importance of mothers’ human capital for child outcomes varies across race, location, and time.

There are several promising avenues for future research. We expanded the parental status measurement to separately encompass maternal and paternal roles. Future research could integrate broader parental background measures like wealth or social norms or consider the role of other relatives including grandparents. Given the importance of the location in which a person grows up—as documented in previous work (e.g., Chetty et al., 2016; Chetty and Hendren, 2018)—future research could also use the $R^2$ mobility metric to factor in neighborhood quality alongside parental background. Another promising avenue for future work would be to assess changes in maternal transmission of economic outcomes over the 20th century, especially amid rising female labor participation (Goldin, 1977, 1990, 2006; Olivetti, 2014) and single-motherhood (Althoff, 2023).

Lastly, our new panel dataset serves as a foundation for future work on the role of women in shaping US history. Future researchers may find this dataset helpful to reevaluate questions that require panel data but have been studied exclusively for men, as well as to consider new questions that focus specifically on women.
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A. Appendix Figures

Figure A.1: Validation of the Semi-parametric Latent Variable Method

(A) Education ranks vs. dummies (1940 census)  (B) Literacy dummies over time (simulation)

Notes: This figure demonstrates the effectiveness of our semi-parametric latent variable method in identifying rank-rank relationships from binary proxies. Panel A contrasts the $R^2$ values from rank-rank regressions using actual and binarized educational data from the 1940 census. We binarize the data by arbitrarily categorizing individuals based on their educational attainment: more than 11 years for children, 9 for mothers, and 7 for fathers. Each dot represents a US state, weighted by sample size and focusing on children aged 13—21 living with parents. Panel B illustrates a simulation where literacy serves as a binary proxy for human capital. We simulate human capital ranks, convert them into literacy dummies based on historical literacy rates, and compare the $R^2$ values from regressions using these dummies. The “Truth” line represents the $R^2$ from a human capital rank-rank regression, “Our method” from our latent variable method using literacy dummies, and “OLS” from a standard OLS regression with the same literacy dummies. In the 1940 census, instead of literacy, we observe the highest year of school or degree completed. We classify individuals who have completed at least two grades of school as literate; others we classify as illiterate.
**Figure A.2: Mobility Estimates Based on “occscores”**

Notes: This figure shows the share of the variance in a child’s household income rank explained by (1) parents’ household income ranks and their (latent) human capital ranks ($R^2$) and (2) parents’ household income ranks alone. For parental human capital ranks, we use information on parental literacy and the latent variable method introduced in section 3.4. We use the household head’s occupational income score (“occscore”). Results are based on our new panel and sample weights are applied.

**Figure A.3: Mobility and the Impact of Evolving Parental Input Correlations**

(A) Assortative mating

(B) Correlations in human capital and income

Notes: This figure shows the role of each parameter on the $R^2$ in equation (2). The baseline represents the observed $R^2$ shown in Figure 4. The other three lines represent the counterfactual $R^2$, had the respective parameter not changed over time, computed using the decomposition in equation (3). For parental human capital ranks, we use information on parental literacy and the latent variable method introduced in section 3.4. We use the household head’s LIDO occupational income score (Saavedra and Twinam, 2020). Results are based on our new panel and sample weights are applied.
Figure A.4: Assortative Mating Estimates by Group

Notes: This Figure shows the share of the variance in a person’s (latent) human capital rank explained by their spouse’s (latent) human capital rank ($R^2$) across their child’s cohort. For human capital ranks, we use information on parental literacy and the latent variable method introduced in section 3.4. Results are based on the full census cross-section of two-parent households with children aged 1 to 16. Note that as we show in Appendix C.1, in this univariate rank-rank model, $R^2 = \beta^2 = \rho_{x,y}^2$, allowing researchers to directly compare our estimates of assortative mating to (the square of) conventional rank-rank correlations.

Figure A.5: Within-Group Mobility Estimates

Notes: This Figure shows the share of the variance in a child’s household income rank explained by parents’ household income ranks and their (latent) human capital ranks ($R^2$) across cohorts and groups. For parental human capital ranks, we use information on parental literacy and the latent variable method introduced in section 3.4. We use the household head’s LIDO occupational income score (Saavedra and Twinam, 2020). Results are based on our new panel and sample weights are applied.
Figure A.6: Illustrating our Decomposition Method
Intergenerational Transmission of Human Capital

Notes: This figure shows the share of the variance in a child’s (latent) human capital rank explained by parents’ (latent) human capital ranks ($R^2$). We recover human capital rank-rank transmission using information on literacy and the latent variable method introduced in section 3.4. We decompose the overall $R^2$ using the Shapley-Owen method to quantify each parent’s contribution. Results are based on our new panel, specifically children born in the 1880s; sample weights are applied.

Figure A.7: Panel-Based Estimates of Human Capital Mobility Across Cohorts

Notes: This figure compares our baseline results of human capital transmission from the cross-section of children who live with their parents to estimates based on our new panel. Panel A shows the share of the variance in a child’s (latent) human capital rank explained by parents’ (latent) human capital ranks ($R^2$) across cohorts. We recover human capital rank-rank transmission using information on literacy and the latent variable method introduced in section 3.4. Panel B shows mothers’ relative contribution to the overall $R^2$ using the Shapley-Owen method. Cross-sectional results are based on the census cross-section of children ages 13–16 in their parents’ household; panel results are based on individuals of any age.
**Figure A.8: Increasing Access to Schools**

Notes: This figure shows the share of children aged 6–13 who attend school across time.

**Figure A.9: Intergenerational Transmission of Formal Schooling (1920s cohort)**

Notes: This figure shows the share of the variance in a child’s years of education rank explained by parents’ years of education ranks ($R^2$). The figure focuses on the 1920s cohort (children aged 13–16 in the 1940 census—the only historical census that records years of education). We decompose the overall $R^2$ using the Shapley-Owen method to quantify each parent’s contribution. Results are based on the census cross-section of children in their parents’ household.
**Figure A.10: Mothers’ Human Capital as Substitute for Local Schools**

(A) 1880s Cohort

![Graph showing the relationship between local school access and mothers' relative contributions to child human capital.](image)

\[R^2 = 0.51\]

(B) 1920s Cohort

![Graph showing the relationship between local school access and mothers' relative contributions to child human capital.](image)

\[R^2 = 0.06\]

**Notes:** This figure shows the relationship between local school access and mothers’ relative contributions to child human capital (as a share of total variation explained). Literacy is used as the measure for rank-based transmission of human capital (section 3.4). Each dot represents a group of children born in the 1880s or 1920s, categorized by race, sex, and state. Sample size weights are applied. School access is determined by the race- and sex-specific share of children aged 6–13 in school. Results are based on the census cross-section of children ages 13–16 in their parents’ household.

## B. Appendix Table

**Table B.1: Mothers & Schools—Robustness to Measures of School Access**

<table>
<thead>
<tr>
<th>Measure of School Access</th>
<th>ϕMother</th>
<th>ϕFather</th>
<th>ϕMother</th>
<th>ϕFather</th>
<th>ϕMother</th>
<th>ϕFather</th>
<th>ϕMother</th>
<th>ϕFather</th>
<th>R²</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline measure of school access</td>
<td>-0.18***</td>
<td>0.04</td>
<td>-0.20***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.39</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.05)</td>
<td>(0.03)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refined measure of school access</td>
<td>-0.47***</td>
<td>0.15</td>
<td>-0.58***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.39</td>
<td>133</td>
</tr>
<tr>
<td>(accounts for attendance, term lengths, etc.)</td>
<td>(0.08)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** This table shows the relationship between local school access and parents’ contributions to child human capital. Columns 1–3 (baseline) contain the results from Figure 8 and Panel A of Appendix Figure A.10. For this baseline, school access is determined by the race- and sex-specific share of children aged 6–13 in school according to the 1880 census. Columns 4–6 show that these results are even stronger when we use an alternative measure of school access. For this measure, we newly digitized data on state-specific school ages, enrollment, attendance, and term lengths from the Census Statistical Abstracts. From these data, we compute the average likelihood of attending school on any given day in the year between ages 6–16, specific to each state. These data are incomplete for Arkansas and Wyoming, leading to slightly lower sample sizes.
C. METHODS APPENDIX

C.1 Relation Between $R^2$ and Coefficients

C.1.1 One input

In a linear regression with a single explanatory variable, $y_i = \alpha + \beta x_i + \epsilon_i$, the coefficient $\beta$ and the $R^2$ are defined as follows:

$$\hat{\beta} = \text{cor}(x, y) \cdot \sqrt{\frac{\text{Var}(y)}{\text{Var}(x)}}$$

(5)

$$R^2 = \text{cor}(x, y)^2 = \hat{\beta}^2 \cdot \frac{\text{Var}(x)}{\text{Var}(y)}$$

(6)

where $\text{cor}(x, y)$ is the correlation between $y$ and $x$ and Var($y$) is the variance of $y_i$.

**Rank-rank coefficients.** Rank-rank coefficients are a popular measure of mobility. By construction, quantile-ranked outcomes share the same distribution. Therefore, if both $y$ and $x$ are outcomes in quantile-ranks, we have $\text{Var}(y) = \text{Var}(x)$ so that $R^2 = \hat{\beta}^2$.

**Intergenerational elasticity coefficients.** Intergenerational elasticities are another common measure of mobility. Such elasticities are estimated in a regression of log($y$) and log($x$) where $y$ and $x$ are a child and a parent’s outcome, respectively. Such an elasticity is equal to $\sqrt{R^2}$ if and only if $\text{Var}(\log(y)) = \text{Var}(\log(x))$. A sufficient condition for these variances to equate is that the marginal distribution of children’s outcomes are a shifted version of that of the parents, i.e. $y \sim bx$ for some $b > 0$.

C.1.2 Multiple inputs

In a multivariate linear regression, $y_i = \alpha + \beta_1 x_{i,1} + \ldots + \beta_k x_{i,k} + \epsilon_i$, the $R^2$ depends on the parameters $\beta_1, \ldots, \beta_k$ and the variance-covariance matrix of the explanatory variables. That is,

$$R^2 = \frac{\text{Var} \left( \sum_{j=1}^{k} \hat{\beta}_j x_{i,j} \right)}{\text{Var}(y)} = \frac{\sum_{j=1}^{k} \hat{\beta}_j^2 \text{Var}(x_j) + 2 \sum_{j=1}^{k-1} \sum_{i=j+1}^{k} \hat{\beta}_j \hat{\beta}_i \text{Cov}(x_j, x_i)}{\text{Var}(y)}.$$

(7)

**Rank-rank coefficients.** Again, using that quantile-ranked outcomes share the same distribution by construction—i.e., $\text{Var}(y) = \text{Var}(x_j)$ $\forall j = 1, \ldots, k$—we obtain

$$R^2 = \sum_{j=1}^{k} \hat{\beta}_j^2 + 2 \sum_{j=1}^{k-1} \sum_{i=j+1}^{k} \hat{\beta}_j \hat{\beta}_i \hat{\rho}_{j,i}$$

(8)
where $\rho_{j,l}$ is the correlation between $x_j$ and $x_l$.

C.2 Shapley-Owen Decomposition of the $R^2$

The Shapley-Owen decomposition of $R^2$ (Shapley, 1953; Owen, 1977) provides a way to quantify the contribution of each independent variable to a model. The method was introduced in cooperative game theory as a method for fairly distributing gains to players. It has been used more recently as a way to interpret black-box model predictions in machine learning (Redell, 2019; Lundberg and Lee, 2017), as well as in some economics research on inequality (Azevedo et al., 2012; Fourrey, 2023).

For a given set of $k$ vectors of regressors $V = \{x_1, x_2, ..., x_k\}$, we create sub-models for each possible permutation of vectors of regressors.

The marginal contribution of each vector of regressor $x_j \in V$ is:

$$\Delta_j = \sum_{T \subseteq V - \{x_j\}} [R^2(T \cup \{x_j\}) - R^2(T)]$$

where $R^2(T)$ represents the $R^2$ of regressing the dependent variable on a set of variables $T \subseteq V$ (e.g., $V = \{y_{i,\text{mother}}, y_{i,\text{father}}\}$). The marginal contribution gives us the sum of the contributions that the vector of regressors $x_j$ makes to the $R^2$ of each sub-model. Then, the Shapley-value $\phi_j$ for the vector of regressors $x_j$ is obtained by normalizing each marginal contribution so that they sum to the total R-squared:

$$\phi_j = \frac{\Delta_j}{k!}, \quad (9)$$

where $k$ is the number of vectors of regressors in $V$ (i.e., $k = |V|$). Each $\phi_j$ then corresponds to the goodness-of-fit of a given vector of regressor, and they sum up to equal the model’s total $R^2$. Using this method, perfect statistical substitutes will receive the same Shapley value.

C.2.1 Example with two inputs

Table C.2 shows an example for the Shapley-Owen decomposition of the $R^2$ for the case of two parental inputs, omitting their interaction. We add variables at every column, leading up to the full two-parent model containing the outcomes of both fathers and mothers. Note that the individual parental contributions (i.e., Shapley values) sum up to the total $R^2$ of 0.25 in the two-parent model. In this case, mothers account for 64 percent of the variation in child outcomes explained by parental background.
Table C.2: Example of Shapley-Owen Decomposition

<table>
<thead>
<tr>
<th>Empty Model</th>
<th>One-Parent Model</th>
<th>Two-Parent Model</th>
<th>Marginal Contribution ($\Delta j$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regressors</td>
<td>$R^2$</td>
<td>Regressors</td>
<td>$R^2$</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>0.0</td>
<td>Father</td>
<td>0.08</td>
</tr>
<tr>
<td>$\emptyset$</td>
<td>0.0</td>
<td>Mother</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Father, Mother</td>
<td>0.25</td>
</tr>
</tbody>
</table>

\[ \text{Shapley Value} (\phi_j) = 0.08 + 0.1 \times 0.09 = 0.09 \]

\[ \begin{align*}
\phi_1 &= 1 / 2 \left( R^2(\{x_1, x_2\}) - R^2(\{x_2\}) + R^2(\{x_1\}) - R^2(\emptyset) \right), \\
\phi_1 &= 1 / 2 \left( \beta_1^2 + \beta_{1,\text{univ}}^2 \right) \text{Var}(x_1) / \text{Var}(y) + \left[ \beta_2^2 + \beta_{2,\text{univ}}^2 \right] \text{Var}(x_2) / \text{Var}(y) + 2\beta_1\beta_2 \frac{\text{Cov}(x_1, x_2)}{\text{Var}(y)}.
\end{align*} \]

\[ \phi_1 = \beta_1^2 + \frac{1}{2} \left( \beta_2^2 - \beta_1^2 \right) \left( \frac{\text{Cov}(x_1, x_2)}{\text{Var}(y)} \right)^2 + \beta_1\beta_2 \frac{\text{Cov}(x_1, x_2)}{\text{Var}(y)}.
\]

C.2.2 Unpacking the Shapley-value with two inputs

To better understand what the Shapley-value for each parental input comprises, we express it as a function of regression coefficients, variances, and covariances in the two-input case. Let $\phi_1$ be one parent’s Shapley value—i.e., the contribution that the parent’s input makes to the overall $R^2$ when regressing child outcomes on both parents’ inputs. Applying equation (9), we have

\[ \phi_1 = \frac{1}{2} \left( R^2(\{x_1, x_2\}) - R^2(\{x_2\}) + R^2(\{x_1\}) - R^2(\emptyset) \right). \]

Further, using equation (7), we have

\[ \phi_1 = \frac{1}{2} \left( \beta_1^2 + \beta_{1,\text{univ}}^2 \right) \text{Var}(x_1) / \text{Var}(y) + \left[ \beta_2^2 + \beta_{2,\text{univ}}^2 \right] \text{Var}(x_2) / \text{Var}(y) + 2\beta_1\beta_2 \frac{\text{Cov}(x_1, x_2)}{\text{Var}(y)}, \]

where $\beta_{1,\text{univ}}^2$ is the coefficient on the mother’s input in a univariate regression and $\beta_1^2$ the coefficient on the mother’s input in the multivariate regression including the father’s input. Using the omitted variable bias formula, $\beta_{1,\text{univ}}^2 = \beta_1 + \beta_2 \frac{\text{Cov}(x_1, x_2)}{\text{Var}(x_1)}$, we have

\[ \phi_1 = \frac{1}{2\text{Var}(y)} \left( 2\beta_1^2 \text{Var}(x_1) + \{\text{Cov}(x_1, x_2)\}^2 \left[ \frac{\beta_2^2}{\text{Var}(x_1)} - \frac{\beta_1^2}{\text{Var}(x_2)} \right] + 2\beta_1\beta_2 \text{Cov}(x_1, x_2) \right). \]

For rank-rank regressions, we have

\[ \phi_1 = \beta_1^2 + \frac{1}{2} \left( \beta_2^2 - \beta_1^2 \right) \left( \frac{\text{Cov}(x_1, x_2)}{\text{Var}(y)} \right)^2 + \beta_1\beta_2 \frac{\text{Cov}(x_1, x_2)}{\text{Var}(y)}.
\]

\[ \phi_1 = \beta_1^2 + \frac{\beta_{1,2}^2}{2} \left( \beta_2^2 - \beta_1^2 \right) + \beta_1\beta_2 \rho_{1,2}. \]

C.3 Semi-parametric latent variable method

We use the semi-parametric latent variable method introduced by Fan et al. (2017) to estimate rank-rank mobility ($R^2$) when only binary proxies of the underlying rank variable are observed. The rank-rank regression of interest is that in equation (1).
Notes: This figure illustrates the semi-parametric latent variable method, recovering rank-rank mobility ($R^2$) in latent variables from observed binary proxies. Assuming that the underlying latent variables are drawn from a joint Gaussian copula distribution, pairwise rank-rank correlations can be identified from Kendall’s correlation between the observed binary proxies using the bridging function in (12). Rank-rank regressions can be identified from the pairwise correlation matrix using equations and (13) and (14).

We assume that the dependent and independent variables are drawn from a joint Gaussian copula distribution. That is, we assume that there exists a set of unknown monotonic transformations $f_y, f_1, \cdots, f_k$ such that $f_y(y_i), f_1(x_{1i}), f_k(x_{ki}) \sim \mathcal{N}(0, \Sigma)$ with $\text{diag}(\Sigma) = 1$. Because we allow for any monotonic transformation, the assumption that the marginal distributions have zero mean and variance equal to 1 is without loss of generality. Note that the normality assumption does not impose that the latent variables of interest (e.g., human capital) are jointly normally distributed. Rather, it requires that there exists some monotonic transformation of the latent variables that is jointly normally distributed.

Fan et al. (2017) show how to estimate all elements of $\Sigma$ even if only binary proxies of the rank variables of interest are available. For example, let us consider $\Sigma_{12}$, the correlation between $f_y(y_i)$ and $f_1(x_{1i})$. We summarize the more formal arguments by Fan et al. (2017). Three cases are considered. First, that both $y_i$ and $x_{1i}$ are observed. Second, that $y_i$ is observed, but only a binary proxy of $x_{1i}$ is observed. That is, we observe only $\tilde{x}_{1i}$ which is one if $x_{1i}$ is above an arbitrary cut-off and zero otherwise. Third, that only observe binary proxies of each variable are observed.

**Case 1: Both rank variables observed.** Fan et al. (2017) show that $\Sigma_{12}$ is an increasing function of the Kendall’s rank correlation coefficient $\tau_{12}$. Therefore, observing the ranked variables is sufficient to identify $\Sigma_{12}$. Specifically, the “bridging function” be-
 tween Kendall’s rank correlation coefficient and $\Sigma_{12}$ is

$$\Sigma_{12} = \sin\left(\frac{\pi}{2} \tau_{12}\right). \quad (10)$$

Therefore, our estimate $\hat{\Sigma}_{12}$ is the sample equivalent of equation (10).

**Case 2: One rank variable and one binary proxy observed.** In this case, we observe rank($y_i$) but we only observe the binary proxy $\tilde{x}_{1i}$. In such cases, Fan et al. (2017) show that

$$\tau_{12} = 4 \Phi_2 \left( \Delta_2, 0, \frac{\Sigma_{12}}{\sqrt{2}} \right) - 2 \Phi_2 (\Delta_2) \quad (11)$$

where $\Phi(\cdot)$ is the cumulative distribution function (CDF) of the standard normal distribution, $\Phi_2(u,v,t)$ is the CDF of a bivariate normal distribution with correlation coefficient $t$, evaluated at $u$ and $v$. $\Delta_2$ is the cut-off value above which the binary proxy is 1 and can be estimated as $\hat{\Delta}_2 = \Phi^{-1} (1 - \bar{x}_1)$ where $\bar{x}_1 \equiv \frac{1}{n} \sum_{i=1}^n \tilde{x}_{1i}$. Because equation (11) is strictly increasing in $\Sigma_{12}$ (see (Fan et al., 2017) for the proof), $\Sigma_{12}$ is identified as the unique root of equation (11) where $\tau_{12}$ and $\Delta_2$ are replaced with their finite sample analogues.

**Case 3: Only binary proxies observed.** For two binary proxies, the bridging function is

$$\tau_{12} = 2 \Phi_2 (\Delta_1, \Delta_2, \Sigma_{12}) - 2 \Phi_2 (\Delta_1) \Phi_2 (\Delta_2) \quad (12)$$

The right hand side of this equation is increasing in $\Sigma_{12}$. Since $\Delta_1$, $\Delta_2$, and $\tau_{12}$ can be estimated, $\Sigma_{12}$ is identified as the unique root of equation (12) where $\tau_{12}$, $\Delta_1$, and $\Delta_2$ are replaced with their finite sample analogues.

The last step of the method is to estimate the parameters and $R^2$ of equation (1) from the pairwise correlations between the underlying random variables that are jointly normal. First, given two jointly normal random variables with correlation $\rho$, the correlation of their ranks (Spearman’s rank correlation $\rho_s$) is equal to $\rho_s = \frac{6}{\pi} \sin^{-1} \left( \frac{\rho}{2} \right)$. Let $\hat{R}$ be the rank-rank correlation matrix, i.e. $\hat{R}_{ij} = \frac{6}{\pi} \sin^{-1} \left( \frac{\hat{\tau}_{ij}}{2} \right)$ for each $i,j = 1, \ldots, k + 1$. We use that the coefficients and $R^2$ in rank-rank regressions are identified from the rank-rank correlation matrix (again using that the marginal distributions of all ranked variables are equal). Specifically,

$$\hat{\beta} = (\hat{R}_x)^{-1} \hat{R}_{xy} \quad (13)$$

where $\hat{R}_x$ is a $k \times k$ rank-rank correlation matrix of the independent variables and $\hat{R}_{xy}$ is a $k \times 1$ vector of rank-correlations between the independent variable and dependent variable. $\hat{\alpha}$ is then computed as $\hat{y} - \hat{\beta}' \hat{x}$. Similarly, $R^2$ is estimated as

$$R^2 = \hat{R}_{xy}' (\hat{R}_x)^{-1} \hat{R}_{xy}. \quad (14)$$
Equations (13) and (14) are numerically equivalent to the rank-rank coefficient vector and $R^2$ in the case without latent variables (for a proof, see e.g., O’Neill (2021) and impose that the marginal distributions of the variables are identical). From equations (13) and (14), we also see the relation between the slope coefficient and $R^2$ and in the univariate case discussed in Appendix C.1.1: $\hat{\beta} = \sqrt{R^2}$.

**D. Data Appendix**

**Figure D.1: Share of Female Applicants**

*Notes:* This figure shows the share of SSN applicants who are female by year of application.
### Figure D.2: Sample Balance Prior to Weighting (1850–1920)

**Notes:** This figure shows the representativeness of characteristics among individuals who we successfully assign an SSN compared to the full population in each census before 1940. The sample is exceptionally representative compared to existing panels, most notably with respect to sex and race. Because of the large sample sizes, even economically small differences are statistically significant.
Figure D.3: Our New Panel Compared to Existing Data

(A) Men & women

(B) Women with name changes

Notes: This figure compares our linked panel (1850–1940) to those of the Census Linking Project (CLP, Abramitzky et al., 2020), LIFE-M (Bailey et al., 2022), and the Census Tree (Buckles et al., 2023). Each point represents a link from one census decade to another (potentially non-adjacent). The x-axis shows the share of individuals in our panel who were not yet captured by previously existing datasets. The y-axis shows the share of agreement with previously existing datasets on which precise records are linked, conditional on having established any link.

Figure D.4: Fraction of US Population Linked in Our New Panel

Notes: This figure shows the fraction of the full population of men and women that we successfully link from one census decade to the next. Our empirical analysis also leverages links across non-adjacent census pairs, further increasing coverage.
D.1 Linking Procedure

We develop a multi-stage linking process built on the procedural record linkage method developed by Abramitzky et al. (2021b). Our process consists of three stages. 1) linking SSN applications to census records. 2) Identifying the applicant’s parents in the census. 3) Tracking these parents’ census records over time. With our linking method, we are able to maximize the number of SSN-census links and subsequently build a multigenerational family tree for each linked SSN applicant.

First stage: Applicant SSN ↔ census.

- **Preparing SSN data**: We use a digitized version of the Social Security Number application data from the National Archives and Records Administration (NARA) known as the Numerical Identification Files (NUMIDENT). We harmonize the application, death and claims files to capture all the available information of each SSN record. These data include each applicant’s name, age, race, place of birth, and the maiden names of their parents. We recode certain variables to align with census data, for example, we ensure codes for countries of birth, race and sex are consistent across the SSN and Census. Additionally, we apply the ABE name cleaning method to names of applicants and their parents resulting in an “exact” and a NYSIIS cleaned version of all names (Abramitzky et al., 2021a).

- **Preparing Census data**: Within each census decade from 1850 and 1940, we apply the same name cleaning algorithm used to clean the SSN data. Where available, we extract parent and spouse names from each individual’s census record to create crosswalks that are later used in the linking process. Each cleaned census decade is subsequently divided into individual birthplace files for easing the computational intensity of the linking procedure.

- **Linking SSN to Census records**: Our goal is to achieve a high linkage rate of SSN applications to the census, while ensuring the accuracy of each link. Our linking algorithm has the following steps:

  1. We first create a pool of potential matches by finding all possible links between an SSN application and census record using first and last name (NYSIIS), place of birth, marital status and birth year within a 5-year age band. In the census, we identify marital status from the census variable “marst” or whether her position in the household is described as spouse. In the SSN data, we identify marital status if the applicants last name is different from that of her father.

---

9The use of the NYSIIS phonetic algorithm helps in matching names with minor spelling differences, as mentioned in Abramitzky et al. (2021a)
2. Once we have established our pool of potential matches, we essentially rerun our linking process. However, we use additional matching variables in order to pin down the most likely correct link among the potential matches. In our first round of this process, we aim to pin down the correct link by matching using the following set of matching characteristics: exact first, middle and last names of both the applicant and their parents, exact birth month (when available), state or country of birth, race, and sex. An SSN application is either uniquely matched to a census record or not.

3. We attempt a second round of the matching described in point 2. for all SSN applicants who were not uniquely matched to a census record. In this round, we keep all matching variables the same, however, we use the phonetically standardized version of the middle name to account for spelling discrepancies. Once again, we separate those SSN applications that were uniquely matched to the census and those that were not.

4. We repeat this matching process where we remove successfully matched individuals and attempt to rematch unmatched applications from our pool of potential matches. As we progress through the rounds of linking, the additional matching criteria become less stringent. We allow for misspellings or remove one or more variables in each subsequent iteration until we arrive at the literature standard, which involves only first and last name with spelling variations allowed, state of birth, and year of birth within a 5-year band.

We attempt to match each SSN record to all the census decades available as an individual may appear in the 1900 and 1910 census, for example. For married women applicants, we search for potential census matches using both their maiden and married names. As a result, if we are able to find both records, married women appear in our data twice. We assign these links a slightly altered SSN to differentiate between the married and unmarried SSN-Census link. We do not link married women in the census who are below the age of 16.

**Second stage: SSN applicant parents ↔ census.** Specific birth details for mothers and fathers are not available in the SSN applications meaning we cannot directly link them like we do for the applicants. However, if we can successfully link an SSN applicant to their childhood census record, it is possible to identify and link their parents to other census decades. This process also allows us to identify grandparents. Importantly, we have mother’s maiden in the SSN application data, allowing us to link a married mother to her unmarried census record. For parents that we are able to identify in the census from a successful SSN-census link, we apply the same matching procedure described above. However, an important difference is that we do not use parent names (as we no longer have that information), but we are able to use spouse name and information
on their parents’ birthplace (i.e., the SSN applicant’s grandparents birthplace) which is available from the census records. For parents who are not SSN applicants themselves, we create a synthetic identifier similar to an SSN.

**Third stage: Census ↔ census.** Having assigned unique SSNs or synthetic identifiers to millions of individuals in the census records, we can link these records over time. We cover all possible pairs of census decades from 1850 to 1940.

**D.2 Sample Weight Construction**

We use inverse propensity score weights so that our sample is representative of the overall population across key observable characteristics.

For each census between 1850 to 1940, we create indicator variables for whether (1) we have identified an individual’s Social Security Number, (2–4) whether we have been able to measure the economic status of the individual’s (2) mother, (3) father, or (4) both parents. Measuring parental economic status may itself involve census linking and does
not rely on observing parents in the same census wave.

In a second step, we then divide the population into groups based on their observable characteristics and (non-parametrically) compute the propensity of each group to be included in our sample via indicators (1–4). Those groups are comprised of individuals with equal (i) sex, (ii) race, (iii) age in decades, (iv) region, (v) farm-status, (vi) literacy, (vii) rural-urban status, (viii) state of birth, (ix) homeownership, (x) marital status, (xi) school attendance, (xii) occupational group, and (xiii) industry group.

As the final sample weight, we assign an individual the inverse propensity of being observed in our linked panel given the characteristic-based group to which they belong. We use different sample weights depending on whether we require only the individual to be linked across time (1), observing the person’s and their mother’s economic status (2), observing the person’s and their father’s economic status (3), or observing the person’s and both of their parents’ economic status (4).

**Figure D.7: Sample Balance After Inverse Propensity Weighting (1870 & 1940)**

(A) 1870  
(B) 1940

Notes: This figure shows the representativeness of characteristics among individuals who we successfully assign an SSN compared to the full population in each census before 1940. The sample is exceptionally representative compared to existing panels, most notably with respect to sex and race. Our inverse propensity weights produce an almost perfectly representative sample. Panel A shows the 1870—typically the first year we include in our results—and Panel B shows 1940—the last year of our panel.

Figure D.7 shows average sample characteristics after applying our new inverse propensity weights. The reweighted sample is almost perfectly representative of the full population in all dimensions, even those not targeted by our reweighting method. For example, wage income and occupational income scores match close to perfectly despite only having included coarse occupation and industry categories in our reweighting procedure. Similarly, housing wealth is not targeted but our reweighted sample closely mirrors the overall population.
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